Adapting a Multiple-Baseline Design Rationale for Evaluating Instructional Interventions: Implications for the Adoption of Direct Instruction Reading Curricula for Evidence-Based Reform

Abstract: Present national methodological standards for evaluating the credibility of the design of individual research studies have resulted in findings reporting the pre-post effectiveness of Direct Instruction programs to be eliminated from consideration by educational leaders involved in making curricular decisions intended to advance local school reform initiatives. Presented is an evaluative framework based on the logic of multiple-baseline designs developed in behavior analysis (Sidman, 1960) that, in combination with multi-level statistical analysis, provides a sound basis for the evaluation of the achievement impact of Direct Instruction programs useful to educational leaders faced with making decisions to adopt school curricula to improve student achievement. Summarized is (a) the history and status of Direct Instruction programs as effective tools in school reform, (b) a methodological rationale for the use of a multiple-baseline design framework in the evaluation of Direct Instruction programs, (c) an illustrative application of the proposed methodology for combining existing achievement data to evaluate the impact of Direct Instruction reading programs previously implemented across multiple school sites, and (d) the implications for using the methodological framework in conjunction with other evaluative approaches in support of advocacy for Direct Instruction programs.

A fair statement is that systemic school reform initiatives in the U.S. have been less than successful. Focusing on the extremes of the K-12 reading continuum, the recent National Assessment of Educational Progress (2009) shows no increase in student achievement at the high school level from 1992 to 2009, and the preliminary (Year 2) Reading First component of No Child Left Behind has been evaluated as noneffective (Gamse, Bloom, Kemple, & Jacob, 2008). Moreover, despite continuing to report a high degree of success on reading as assessed through state-developed tests in grades 3-8, many low-achieving states (e.g., Florida, North Carolina) have ignored the substantial declines in the achievement of school-dependent (e.g., low SES) students at the high school level and the related evidence that the state-established proficiency levels set at the upper elementary grades are far too low to be indicators of future student academic success in high school (see Dolan, 2005). Rather than pursuing systemic changes in reform, the instructional initiatives and other reform strategies offered to schools consist of “more of the same” approaches in the form of traditional instructional alternatives, coaching initiatives to support present practices, and
leadership strategies advocated by established and “trusted” sources that guide the reform process for practitioners (e.g., USDOE/Institute of Education Sciences [IES] What Works Clearinghouse, 2006, 2010d).

Given the present status of school reform, it is not surprising that both research methodologists and educational leaders have raised concerns about evaluating school reforms. Linn (2000) questioned the validity associated with the use of state-developed accountability tests, and Dolan (2005) found state-established student proficiency levels in reading at the upper elementary levels substantially over predicted subsequent student achievement at the high school levels (i.e., proficiency at the upper elementary level did not imply proficiency at the high school level). In related concerns, Hess (2008) described the problems associated with the simplistic use of accountability data by schools. Ronka, Lachat, Slaughter, and Meltzer (2008) and Reeves (2008) emphasized the need for schools to ask and answer questions relevant to systemic school reform rather than limiting themselves to questions about accountability data provided by state tests (see also Popham, 2008).

Among the complementary reform issues relating to the evaluative use of accountability data (see also Linn, 2005) and test validity (e.g., Barton & Coley, 2008; Brennan, 2004) is the identification of evidence-based interventions which schools are encouraged to use (Slavin, 2008a, 2008b). For example, an important methodological emphasis in recent years has been the use of randomized field trials and multilevel statistical modeling (e.g. Raudenbush & Bryk, 2002) as standards for evaluating the effectiveness of instructional interventions (see USDOE/IES Research Standards, IES, 2010a). In general, there is no argument against the logic of randomized field trial designs and the use of advanced multi-level statistical modeling per se. However, because school reform necessar-

We propose an evaluative framework based on traditional multiple-baseline designs developed in the field of behavior analysis (Sidman, 1960) that, in combination with multi-level statistical analysis, provide a basis for the evaluation of Direct Instruction programs. First, we briefly summarize the history and present status of Direct Instruction programs as effective tools in school reform. Next, we provide a methodological rationale for the use of the multiple-baseline design framework in the evaluation of Direct Instruction programs. Third, we present an illustrative application of the design methodology for evaluating the achievement impact of Direct Instruction reading programs implemented across multiple sites. Last, we discuss implications for using the methodological framework in conjunction
with other evaluative approaches to support advocacy for Direct Instruction programs.

**Direct Instruction Programs and School Reform**

As used here, Direct Instruction (DI) refers to three interdependent components, all associated with the work of researchers initiated with Project Follow Through in the 1960s (see the Association for Direct Instruction [http://www.adihome.org/] and the National Institute for Direct Instruction [http://www.nifdi.org/15/]). The first component consists of a general instructional design model (Engelmann & Carnine, 1991) used to develop and validate instructional curricula. The second component includes the family of instructional curricula developed and validated using the design model (see Grossen, 1988, n.d.; Marchand-Martella, Slocum, & Martella, 2003). The third component is an empirical research base of literature providing evidence for the effectiveness of the principles underlying the instructional design model (see Adams & Engelmann, 1996; Engelmann & Carnine, 1991). At present, many educators are familiar with the grade K-5 *Reading Mastery* program (which evolved from the original grade K-3 DISTAR Reading Series) because it has been widely recognized as a research-validated developmental reading program (e.g., American Federation of Teachers 1999; American Institutes for Research, 2006; Adams & Engelmann, 1996). However, most educators are not familiar with the rich conceptual content in advanced levels of Direct Instruction programs in the different curricular domains.

There is abundant evidence supporting the effectiveness of Direct Instruction curricula. For example, a careful analysis of the evaluation results for Project Follow Through (see Grossen, 1995-96), originally reported by Abt Associates (Stebbings, St. Pierre, Proper, Anderson, & Cerva, 1977), showed the Direct Instruction intervention in grades K-3 composed of DISTAR Reading/Spelling, Language, and Mathematics was effective in raising the academic proficiency of at-risk students to prepare them for future success in grades 4-5 (see Adams, 1995-96; Becker & Engelmann, 1995-96; Gersten, Darch, & Gleason, 1988; Gersten & Keating, 1987; Gersten, Keating, & Becker, 1988; Meyer, 1984). Complementing the Project Follow Through results, Adams and Engelmann (1996) reported a rigorous meta-analysis of research studies involving a wide variety of participants ranging from kindergarten through college-educated adults that documented the effectiveness of applying Direct Instruction across a wide range of instructional content. More recently, Marchand-Martella et al. (2003) summarized evaluative research findings encompassing Direct Instruction curricula across a variety of content areas (e.g., reading, language, writing, thinking, science).

Given the established findings in support of the effectiveness of Direct Instruction programs in general, and the cumulative evaluative findings initiated with Project Follow Through, a possible expectation may be that the use of Direct Instruction programs has been a major focus of school reform initiatives. However, this has not been the case. Despite established evidence of effectiveness, implementation capacity (see Engelmann & Engelmann, 2004), and increased cumulative use with at-risk students (see National Institute for Direct Instruction, 2010a, 2010b), Direct Instruction—for the most part—has been excluded from the school reform movement. As Engelmann (2008) detailed, what evolved into a systemic avoidance of using Direct Instruction programs that began with Project Follow Through has been detrimental to both school reform and the potential achievement of at-risk students.

A number of different perspectives have been offered to address the exclusion of Direct

*Journal of Direct Instruction*
Instruction from school reform. In a chapter reviewing the effectiveness of Direct Instruction reading, Ellis (2005, Chapter 10) discussed the lack of interest by educators engaged in school reform toward instructional approaches that work versus their preference for approaches with no established validity. From a broader perspective, Kuhn (1966) pointed out how established disciplines were resistant to views threatening possible paradigmatic changes to the widely accepted intellectual representations of the discipline. Consistent with Kuhn’s analysis, Hirsch (1999) outlined tactics of disciplinary thinking in education (i.e., the “education thoughtworld”) that discouraged practitioners from deviating from established views, for example, the process of artificial characterization (Direct Instruction consists of kill and drill) and bipolarization of perspectives (since kill and drill is bad, Direct Instruction is bad) to maintain accepted thinking. At a more specific level, Tarver (2004) addressed common “myths” used by educators to discourage the pursuit of gaining an understanding of Direct Instruction programs.

In addition, Engelmann (2008) noted the IES What Works Clearinghouse (2010) purports to list effective instructional programs for practitioners and arbitrarily set 1985 as the earliest year research addressing instructional effectiveness would be included in their present database. This decision eliminated the evaluative evidence from Project Follow Through for the Direct Instruction developmental programs in reading, spelling, language, and mathematics from present school reform initiatives. Despite the emphasis in school reform to only use approaches having empirically-established, research-based validity, Engelmann (2003) and Engelmann, Batemann, and Lloyd (2007) described how the concept of evidence-based validity, as applied in school reform, allows instructional interventions to be justified in terms of effectiveness when they only incorporate fragmented practices associated with published research studies. As a result of allowing such a substitution, instructional interventions are able to avoid the requirement to unambiguously demonstrate effectiveness in engendering student academic achievement outcomes.

**A Rationale for Applying Multiple-Baseline Design Frameworks to the Validation of Direct Instruction Programs**

One problem implied in the preceding sections was the randomized field trial methodology intended to ensure valid conclusions from individual studies. This is overly restrictive in providing information of value to educational leaders faced with the selection of instructional alternatives in school reform (see also Henig, 2008; Hess, 2008; Ronka et al., 2008). Following an instructional systems perspective (Dick, Cary, & Cary, 2007), educational leaders considering interventions for adoption need to know (a) what performance outcomes are expected to result from an intervention implemented with fidelity and (b) whether the implementation of the intervention is feasible. Although well-conducted, large-scale, randomized field trials could provide such achievement expectation estimates, subsequent replication of such studies is still a necessary requirement for confirming or disconfirming research conclusions. With this in mind, an important question is what sort of an informational framework could educational leaders who are making curricular decisions use in the absence of evaluative findings based on randomized field trials?

**Emphasizing the Concept of Replicability in Evaluative Research**

The overarching evaluative concept educational practitioners should hold is that replic-
ability of findings is the most important scientific standard for research findings to meet. That is, replicability of findings is the most useful form of evidence-based information of intervention effectiveness, not the findings of any single study, no matter how well such studies are designed. In emphasizing replicability, the logical structure of multiple-baseline designs (see Sidman, 1960) is a far more appropriate design framework for the evaluation of the effectiveness of instructional interventions than traditional group designs because they involve intrastudy replication of the effects of experimental interventions across what Campbell and Stanley (1963) call “time series.”

As an example, in a multiple-baseline design involving three experimental units (e.g., schools), baseline data by grade would be obtained for a series of intervals (e.g., tests by years), after which an experimental intervention would be introduced to one randomly-selected unit while data collection continued for the remaining two. Then, after the experimental effect of the intervention on the first selected unit stabilized, the intervention would continue with the first unit and be implemented with a second randomly selected unit. Again data collection would continue until the effect of the second implementation of treatment stabilized. Finally, the intervention would be continued in the first two units and implemented in the third unit. Once the effect in all three units was stabilized, then determining the experimental effect of the treatment would consist of comparing the performance of the three units under baseline (no treatment) conditions with that of the three units after treatment was implemented.

In multiple-baseline designs, the point is to demonstrate that the experimental effect observed after the intervention was implemented (in comparison to the performance obtained under baseline without the treatment being implemented) supports the conclusion that the experimental effect was produced by the instructional treatment. Of course, if the expected effect does not occur, then the intervention is classified as ineffective. From a design standpoint, the important points are that (a) the emphasis in the overall design is on an intrastudy replication of effects and (b) the scope of the design logically subsumes that of randomized field trials in which the assignment of treatment is not time-lagged (i.e., in randomized field trials all treatment interventions are ordinarily implemented at the same point in time).

While logically powerful, multiple-baseline designs typically are not applicable as true experiments in school evaluation settings because of the extensive resource demands needed for multischool, multiyear research projects. However, multiple-baseline design logic is highly applicable as a quasieperimental design alternative that uses existing data to evaluate the effect of time-lagged, multischool instructional interventions. Given this distinction, multiple-baseline design scenarios fall into two categories. In the first, prior existing baseline data are obtained for all experimental units after which the remainder of the design involving randomized time-lagged introduction of treatment is followed. In the second, illustrated here, all of the existing data, both prior to and after an intervention, are collected from different sites across which an intervention was time-lagged.

The first case clearly represents experimental studies, while the second, correlational studies. The point is, because of their emphasis on replication, both are capable of providing an informational framework of high value to school leaders involved in making curricular decisions in “real time” regarding the potential effectiveness of an instructional intervention.
Using the Logic of Multiple-Baseline Designs as a Model for Evaluating the Effectiveness of Instructional Programs

The inferential conclusion resulting from a successful multiple-baseline design is always in the form of a specified effect (i.e., outcome) that can be produced by implementing a particular intervention. This type of causal inference is consistent across all domains of scientific investigations that utilize experimental research methodology. The reasoning justifying such an inferential conclusion being based on successful and multiple replications is straightforward. In other words, if multiple applications of an intervention have consistently produced a desired effect in the past, then that intervention would be expected to produce a similar effect in comparable settings if implemented with fidelity. Although interpreted probabilistically rather than as a proposition that is true or false, such reasoning is fundamental to the establishment of all scientific knowledge.

Given the preceding rationale, the argument presented here is as follows. Although all experimental studies require implementation of an intervention under the control of researchers, a pattern of pre-existing data following the logic of a multiple-baseline design can yield meaningful inferential conclusions. But to do so, existing data must be scaled to allow integration of the effects of an intervention across different (and independent) settings, and the interventions must be time staggered. Such a rationale provides a means to combine independent research components that, without such integration, would not yield interpretable data. In summary, the argument advanced is: If an intervention can be shown to produce results in a pre-post intervention context across many independent sites, then, from an evaluative standpoint, the resulting data can be interpreted as providing “causal” evidence of effectiveness, subject to probabilistic qualifications. From the standpoint of educational leaders considering Direct Instruction programs for possible adoption, such conclusions are sufficient to meet the requirement that an intervention is evidence based.

An Illustrative Example Applying a Multiple-Baseline Design Framework to Reading Achievement Data from Direct Instruction Sites

This section presents an illustrative example of using a multiple-baseline framework that incorporates existing data as interschool replications to evaluate the effectiveness of Direct Instruction reading programs. In doing so, existing pre- and post-intervention performance trends from Direct Instruction reading implementations that were reported in summary form on the 2008 Science Research Associates (SRAonline.com) website were analyzed. While the analysis conducted recognizes such findings raise questions regarding sampling bias (i.e., only positive findings are reported), the reported findings within schools represent a form of multiple-baseline design logic amenable to multilevel statistical analysis (i.e., HLM). From the standpoint of replicability, the HLM analysis of the multilevel set of pre-post data provided a means for evaluating the effect of the time-lagged Direct Instruction reading interventions across multiple school sites.

Participants

Participants were 73 elementary and middle schools implementing Direct Instruction reading programs in the K-8 grade range as part of a school reform or achievement improvement initiative during a 13-year time span (i.e., 1996-2008). Each participating school reported multiyear pre- and post-intervention student reading performance by grade and by year as
measured by state-administered or nationally-normed reading tests. The participating schools were demographically diverse (e.g., percentage minority ranged from 3% - 100%, free/reduced lunch ranged from 0% - 99%).

**Intervention**

The intervention consisted of several Direct Instruction reading programs. Primarily, *Reading Mastery* was implemented in grades K-5, while *Corrective Reading* was implemented in grades 3-8. *Horizons*, a program for grades K-3 in combination with *Corrective Reading* was used in several schools.

**Research Design**

The researchers considered the set of multi-year data (by grade) from each school as an individual unit. Overall, in this quasieperimental (i.e., correlational) study, the data-by-year always included prior- and post-intervention results, and the implementation of the interventions across different schools was time distributed. Therefore, the data/design structure of the study fit the logic of a multiple-baseline framework over the 13-year time interval.

**Data Collection and Analysis**

The achievement data for each school were obtained from descriptive studies (e.g., mean student achievement by grade and by year, prior to- and after-interventions) reported on the 2008 SRA web site. Because the data by school were only descriptive summaries, intraschool error estimates were not available and typical meta-analytic HLM approaches (Raudenbush & Bryk, 2002, Chapter 7) could not be used. As a substitute, within each school (or within grades within schools), achievement data were scaled across years to have means of zero and standard deviations of unity. This insured pre-post implementation trends and postimplementation trends obtained from different achievement measures (e.g., different state or norm-referenced reading tests) across different schools were comparable.

In addition to grade level within school, statistical design/dummy variables (i.e., 0 = preintervention, 1 = postintervention) were used to represent prepost and postimplementation trends. Complementing these data, the percentage of minority students and percentage of students on free/reduced lunch were coded at the school level. Therefore, in the HLM analysis, the pre-post and post achievement trends by school-grade by-year were coded at level 1, while school demographic characteristics were coded at level 2. This multilevel analysis approach allowed each school to serve as its own control with regard to time-lagged, pre- vs. post-intervention achievement differences while the overall analysis addressed the general question of whether the interventions resulted in improved achievement after the intervention was introduced. The multilevel statistical analysis was conducted using HLM6 (Raudenbush, Bryk, & Congdon, 2004).

**Results**

HLM results found the pre-post difference in standardized student reading achievement was statistically significant, $t (573) = 4.04, p < .001$. The percentage of minority students in school, $t (573) = -2.34, p < .020$, also was significant, with nonminority students outperforming minority students. The percentage of students receiving free/reduced lunch was not significant. Adding an additional variable into the HLM model representing year of implementation (within school) also showed an accelerated positive achievement trend after the initial year of program implementation ($t (570) = 2.30, p < .022$).

The overall results showed the implementation of Direct Instruction reading programs across different school settings engendered a significant improvement of student achievement that was further accelerated after the initial intervention year. Consistent with requirements of a multiple-baseline design, the interventions had been implemented.
across different schools in a time-lagged sequence. And, because schools represented a wide variety of geographical and demographic settings, the HLM findings provided strong evidence of replicability of the positive effect of the Direct Instruction intervention. Even though the data may reflect a bias that excluded schools whose Direct Instruction interventions were not successful, the overall point is that the effectiveness of Direct Instruction programs was demonstrated across a substantial number ($N = 73$) of elementary schools over the 13-year time period.

**Discussion and Implications**

According to the USDOE/IES, the intent of the What Works Clearinghouse is to provide education practitioners with “a central and trusted source of scientific evidence for what works in education” (IES, 2010b, para. 2). The evidence presented by the Clearinghouse for Direct Instruction programs in reading (e.g., *Reading Mastery, Corrective Reading, Horizons*) categorizes them as “minimally effective” at best, based on the few studies that met Clearinghouse Standards. In contrast, Stockard (2008) found the Clearinghouse rejected close to 100 studies as being methodologically flawed despite being cited in well-established literature reviews (see also Stockard, 2010). Considering Stockard’s comprehensive analysis in conjunction with the Clearinghouse’s elimination of Project Follow Through, and other research prior to 1985, Stockard’s recommendation that educators use extreme caution in using the evaluations reported by the Clearinghouse is understandable. Coupling the preceding deficiencies with a general lack of response by the Clearinghouse to detailed methodological and policy issues (see Engelmann, 2008) raises significant questions about whether the operational practices of the Clearinghouse are consistent with its stated goal.

At present, in order for educational practitioners to make informed decisions regarding the adoption of Direct Instruction programs for reform initiatives, they must be able to integrate the effectiveness information presented by the Clearinghouse with the extensive body of evaluative research studies reporting the effectiveness of school-based Direct Instruction. However, as an additional perspective, the statistical analysis of interschool patterns of student achievement growth within a multiple-baseline design framework may provide educational practitioners with an alternative for evaluating the effectiveness of Direct Instruction. Such an alternative working framework is not only conceptually straightforward but also consistent with informal strategies educators use to obtain information of program effectiveness from colleagues at other school sites who are using an instructional program of interest (see Burkhardt & Schonfeld, 2003; Fusarelli, 2008; Kochanek & Clifford, 2011).

While the multiple-baseline design presented is not intended to replace either Clearinghouse or individual empirical studies of Direct Instruction, the explicit emphasis of multiple-baseline designs on replicability makes them highly useful to educational leaders in curricular decision-making roles. In this regard, the systematic collection of pre- and post-implementation achievement data on a continuing basis and the reapplication of multi-level analysis of the accumulating achievement patterns would be an increasingly valuable form of evaluative information for educational practitioners. Required for such initiatives would be the establishment of an upgradeable database that would accumulate both patterns of achievement data and the dissemination of the associated trends resulting from multi-level analyses as new achievement data are added. In the case of Direct Instruction programs, there is an increasing amount of data potentially available from K-8 schools across a variety of curriculum areas (e.g., reading, writing, spelling, mathematics). Within this analytic context, as positive achievement
trends for with Direct Instruction accumulating from school-based implementations are added to an evaluative database, the result could be an increasingly stronger advocacy for the adoption of Direct Instruction programs by education practitioners.

From a methodological point of view, rather than research initiatives being limited to meeting the requirements for randomized field trials within large-scale studies, the multiple-baseline framework presented here would collect interschool achievement data from time-lagged interventions in a manner that emphasizes replication in a form directly useable by school practitioners. With this in mind, it is important to recognize that for the discipline of education to benefit systemically from the large body of work implementing Direct Instruction programs in schools, researchers must work collaboratively with education practitioners. The cumulative growth of student achievement resulting from multyear use of Direct Instruction Programs should be documented in a manner that the resulting achievement patterns can be archived, analyzed statistically, and disseminated to practitioners. In using such evaluative data to enhance educator support for Direct Instruction programs, the following perspectives and actions should be considered by school reform leaders considering the adoption of Direct Instruction programs (see Vitale, Romance, & Kaniuka, 2011):

1. **Recognizing that the overall achievement impact of Direct Instruction programs is cumulative.** That is, the achievement impact of Direct Instruction programs improves as a function of increased teacher experience and, even more importantly, the number of years students are in the programs. This perspective implies that the effects of Direct Instruction programs should always be interpreted as dynamically evolving “proof-of-concept” demonstrations rather than as absolute evidence-based conclusions.

2. **Obtaining additional information regarding the intervention in school sites whose demographics are similar to the one for which the intervention is being considered.** In this regard, the type of multiple-baseline study encompassing achievement data from other school sites presented here would provide important preliminary evaluative information. In considering evaluative information in making a decision about whether to adopt a Direct Instruction program, such information should be obtained from demographically similar schools that had used the Direct Instruction curriculum being considered. This information should include the specific outcome measures used, the training and support required for implementation, and an in-depth knowledge of the curricular content students would experience through the program. Essentially, this consists of developing an understanding of key aspects of the intervention based on the experience of those who have used it successfully.

3. **Finalizing the decision to adopt a Direct Instruction program, educational decisionmakers (with appropriate technical assistance) should use available information to estimate the expected achievement outcomes that would result from adoption of the intervention.** In fact, this can be accomplished by substituting the local demographic characteristics (e.g., percentage of minority students) into the HLM model produced. Then, based on such expectations, decisionmakers should insist on the establishment of a strong local evaluative model that would relate achievement outcomes to program level (i.e., lessons completed) along with cumulative grade-by-grade comparisons with achievement from demographically similar schools across years.

4. **Obtaining multiyear evaluative results, comparisons of achievement of schools using Direct Instruction interventions with achievement expectations and with that of comparison schools should**
be reported. If successful, these results also should be submitted to sites that publish effectiveness findings resulting from well-designed evaluative studies.

5. Developing the management capacity for supporting expansion (scale up) of implementation so that, within the context of a school system, randomized field trials following a multiple-baseline experimental design could be implemented. In doing so, it is likely that program adoption would follow a time-lagged sequence that would impose an experimental multiple-baseline design involving successive groups of schools over a series of years that would incorporate accepted randomized field trial methodology.

A critical foundation of the preceding argument is that knowledge accrues through the replication of well-designed research on, in the case of education, evaluative studies. Certainly it is important to establish and advocate strong standards such as those of randomized field trials for establishing the credibility of research findings. But it is equally important for educational researchers to work to develop strategies for the credible use of available information by educational leaders involved in the process of making decisions about which interventions to adopt rather than simply excluding extensive patterns of evaluative data because individual studies do not meet idealized requirements of one methodological approach (e.g., What Works in Education, 2010). The application of the multiple-baseline framework presented describes and illustrates one such alternative methodological approach that could provide increasingly powerful decisionmaking support to practitioners without precluding the concurrent use of idealized forms of research design such as randomized field trials presently advocated as a “gold standard” for providing evidence of educational effectiveness.
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